
ENBIS-24 Conference

Contribution ID: 34 Type: not specified

Fast Linear Model Trees by PILOT
Tuesday, 17 September 2024 09:00 (20 minutes)

Linear model trees are regression trees that incorporate linear models in the leaf nodes. This preserves the
intuitive interpretation of decision trees and at the same time enables them to better capture linear relation-
ships, which is hard for standard decision trees. But most existing methods for fitting linear model trees are
time consuming and therefore not scalable to large data sets. In addition, they are more prone to overfitting
and extrapolation issues than standard regression trees. In this paper we introduce PILOT, a new algorithm
for linear model trees that is fast, regularized, stable and interpretable. PILOT trains in a greedy fashion like
classic regression trees, but incorporates an L2 boosting approach and a model selection rule for fitting linear
models in the nodes. The abbreviation PILOT stands for PIecewise Linear Organic Tree, where ‘organic’refers
to the fact that no pruning is carried out. PILOT has the same low time and space complexity as CARTwithout
its pruning. An empirical study indicates that PILOT tends to outperform standard decision trees and other
linear model trees on a variety of data sets. Moreover, we prove its consistency in an additive model setting
under weak assumptions. When the data is generated by a linear model, the convergence rate is polynomial.
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