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Motivation and application in simulation studies

Quantifying the similarity between two or more datasets has widespread applications in
statistics and machine learning:
▶ Generalizability of statistical models depends on similarity between datasets used for

fitting and new datasets
▶ Meta-learning / transfer learning uses similarity to transfer insights for learning tasks

between different datasets
▶ Two- or k-sample tests check whether the underlying distributions of two or more datasets

coincide
▶ Similarity between simulated datasets and real datasets is crucial in simulation studies
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Approach

▶ Extremely many approaches proposed in literature

▶ Goal: Review and comparison of more than 100 methods divided into 10 classes to guide
choice of suitable method

▶ Criteria for inclusion of methods
1. Method is applicable to multivariate data
2. Method does not require any specific parametric or distributional assumptions (e.g. normal

assumption)
3. Method does not focus on a particular property of the data (e.g. means), but on the entire

dataset or its entire distribution
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Literature Review: Classes
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Overview

▶ Comparison of cumulative distribution functions, density functions or characteristic
functions

▶ Methods based on multivariate ranks
▶ Discrepancy measures for distributions
▶ Comparison based on summary statistics
▶ Different testing approaches
▶ Graph-based methods
▶ Methods based on inter-point distances
▶ Kernel-based methods
▶ Methods based on binary classification
▶ Distance and similarity measures for datasets

space
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Discrepancy measures for distributions

▶ Distinction between probability metrics (fulfill all metric properties) and divergences (fulfill
some metric properties)

▶ Examples:

▶ Integral probability metrics (IPM, also called probability metrics with a ξ-structure):
If distributions F1,F2 are identical, any function f has same expectation under both [20], so

IPMF (F1,F2) = sup
f∈F

∣∣∣∣∫ f dF1 −
∫

f dF2

∣∣∣∣ ,
where F is a given set of functions.

▶ f -divergences (also called Ali-Silvey distances or Csisár´s Φ-divergences):
Identical distributions assign the same likelihood to every point [15], so

Df (F1,F2) =

∫
f

(
f1(X )

f2(X )

)
dF1,

where f : R+ → R convex continuous function such that f (1) = 0.
E.g. Kullback-Leibler divergence [14] for f = log.
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Graph-based methods

▶ Construct certain graph on the pooled sample

▶ Examples:

▶ k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
▶ Minimum spanning tree (MST) [6]
▶ Optimal non-bipartite matching (cross-match test)

[21]

▶ Count the edges that connect points from different
datasets and use this edge count statistic or a
normalized version of it

▶ If the datasets are similar, a high number of edges
connecting points from different datasets is expected
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Methods based on inter-point distances

▶ Theoretical justification [17]: the following two statements are equivalent
▶ distributions of the samples ({Xi} and {Yi}) are equal
▶ distributions of in-sample comparisons (||Xi − Xj || and ||Yi − Yj ||) and distribution of

between-sample comparisons (||Xi − Yj ||) are equal

⇒ Compare these distributions of in- and between-sample comparisons

▶ Example: Energy statistic [1, 2, 26, 27] compares 2× the mean of the between-sample
distances to the sum of the means of the in-sample distances for both datasets

E(X ,Y ) = 2E(||X − Y ||)− E(||X − X ′||)− E(||Y − Y ′||),

where X ,X ′ iid∼ F1 and Y ,Y ′ iid∼ F2
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Method comparison
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Criteria for method comparison

Applicability:

▶ Sensible inclusion of target variable?
▶ Numeric variables?
▶ Categorical variables?
▶ Unequal sample sizes permitted?
▶ p > N permitted?
▶ Applicable to more than two datasets at a time (k > 2)?
▶ No additional training data / train test split required?
▶ No further assumptions on distributions required?
▶ No tuning / choice of additional parameters required?
▶ Implemented in any software?
▶ Computational complexity?

Cross-match test

▶ No
▶ Yes
▶ No
▶ Yes
▶ Yes
▶ No
▶ Yes
▶ No
▶ Yes
▶ Yes
▶ O(N3)

k−NN (k = 1)

MST

Optimal non−bipartite Matching
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▶ No additional training data / train test split required?

▶ No further assumptions on distributions required?
▶ No tuning / choice of additional parameters required?
▶ Implemented in any software?
▶ Computational complexity?

Cross-match test
▶ No
▶ Yes
▶ No
▶ Yes
▶ Yes
▶ No
▶ Yes

▶ No
▶ Yes
▶ Yes
▶ O(N3)

k−NN (k = 1)

MST

Optimal non−bipartite Matching
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Criteria for method comparison

Interpretability:

▶ Interpretable units?
▶ Lower bound?
▶ Upper bound?

Theoretical properties:
▶ Rotation invariant?
▶ Location change invariant?
▶ Scale invariant?
▶ Positive definite?
▶ Symmetric?
▶ Triangle inequality?

Cross-match test

▶ Yes
▶ 0
▶ min(n1, n2)

place holder text

▶ Yes
▶ Yes
▶ Yes
▶ No
▶ Yes
▶ Unknown

k−NN (k = 1)

MST

Optimal non−bipartite Matching
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Energy statistic (Zech and Aslan, 2003)
Rosenbaum (2005)
Friedman and Rafsky (1979)
Biswas et al. (2014)
Mukherjee et al. (2022)
KMD (Huang and Sen, 2023)

1. KMD: kernel-based test using the association between the features and the sample
membership to quantify the dissimilarity of multiple distributions [13]

2. Mukherjee et al. (2022): graph-based test using non-bipartite optimal matchings [19]
3. Biswas et al. (2014): graph-based test using the shortest Hamiltonian path [3]
4. Friedman and Rafsky (1979): Friedman-Rafsky test, based on minimal spanning tree [6]
5. Rosenbaum (2005): cross-match test, based on non-bipartite optimal matchings [21]
6. Zech and Aslan (2003): Energy statistic [27]

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 10/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Top 6 methods (≥ 13 criteria fulfilled)
Fulfilled
Fulfilled under
conditions
Unfulfilled

Inapplicable

NA

A
ls

o 
ta

rg
et

N
um

er
ic

C
at

eg
or

ic
al

n 1
≠

n 2
p

>
n i

k 
>

 2

W
ith

ou
t t

ra
in

in
g

N
o 

as
su

m
pt

io
ns

N
o 

pa
ra

m
et

er
s

Im
pl

em
en

te
d

In
te

rp
re

ta
bl

e 
un

its

Lo
w

er
 b

ou
nd

U
pp

er
 b

ou
nd

R
ot

at
io

n 
in

va
ria

nt

Lo
ca

tio
n 

ch
an

ge
 in

va
ria

nt

H
om

og
en

eo
us

 s
ca

le
 in

va
ria

nt

P
os

iti
ve

 d
ef

in
ite

S
ym

m
et

ric

Tr
ia

ng
le

 in
eq

ua
lit

y

Energy statistic (Zech and Aslan, 2003)
Rosenbaum (2005)
Friedman and Rafsky (1979)
Biswas et al. (2014)
Mukherjee et al. (2022)
KMD (Huang and Sen, 2023)

1. KMD: kernel-based test using the association between the features and the sample
membership to quantify the dissimilarity of multiple distributions [13]

2. Mukherjee et al. (2022): graph-based test using non-bipartite optimal matchings [19]
3. Biswas et al. (2014): graph-based test using the shortest Hamiltonian path [3]
4. Friedman and Rafsky (1979): Friedman-Rafsky test, based on minimal spanning tree [6]
5. Rosenbaum (2005): cross-match test, based on non-bipartite optimal matchings [21]
6. Zech and Aslan (2003): Energy statistic [27]

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 10/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Interactive Online Result Table
Depending on application some of the criteria are mandatory, others negligible
⇒ online tool which allows custom filtering and sorting

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 11/12
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Summary and Outlook

▶ Compared 114 methods based on 20 criteria
▶ Developed online tool which allows custom filtering

and sorting
▶ Currently working on empirical comparison of top

performing methods from theoretical comparison
▶ Incorporation of data similarity methods into current

work on comparison of parametric and Plasmode
simulation planned
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Classifier Probability Test (Cai et al., 2020)
Friedman (2004)
Relative information of type s (Taneja and Kumar, 2004)
Anisotropic kernel MMD (Cheng et al., 2020)
Rényi divergence (Rényi, 1961)
Cao and van Keilegom (2006)
Zhou et al. (2017)
Gromov−Hausdoff distance (Mémoli, 2017)
Zolotarev`s semimetric (Rachev, 1991)
SCF (Chwialkowski et al., 2015, Jitkrittum et al., 2016)
Scetbon and Varoquaux (2019)
DiProPerm test (Wei et al., 2016)
Regression based test (Kim et al., 2019)
DeDiMs (Calderon Ramirez et al., 2022)
Liu et al. (2015)
Alba−Fernández et al. (2004)
Chen and Hanson (2014)
Huang and Huo (2017)
Muñoz et al. (2012)
Deb et al. (2021)
Liu et al. (2022)
Burke (2000)
Boeckel et al. (2018)
Wan et al. (2018)
DataSpheres (Johnson and Dasu, 1998)
Fromont et al. (2012)
Kernel FDA (Eric et al., 2007)
Prokhorov metric (Rachev, 1991)
Ghosal and Sen (2021)
H−divergence (Zhao et al., 2021)
ME (Chwialkowski et al., 2015, Jitkrittum et al., 2016)
Kim et al. (2021)
Roederer et al. (2001)
Biau and Gyorfi (2005)
Bickel (1969)
Muñoz et al. (2013)
Ghosh and Biswas (2016)
Zhang and Chen (2019) (max−type)
Zhang and Chen (2019) (generalized)
Zhang and Chen (2019) (weighted)
Sarkar et al. (2020)
Chen and Zhang (2013)
Relative Pearson divergence (Yamada et al., 2013)
Ping (2000)
Al−Labadi et al. (2022)
Lq metrics
f−dissimilarity (Györfi and Nemetz, 1975)
Cheng and Cloninger (2022)
DMMD/ DFDA (Kirchler et al., 2020)
Kernel−based quadratic distance (Chen and Markatou, 2020)
regularized MMD (Danafar et al., 2014)
C2ST (Lopez−Paz and Oquab, 2017)
Anderson et al. (1994)
Ahmad and Cerrito (1993)
Bayesian kernel test (Zhang et al., 2022)
Constrained minimum distance (Tatti, 2007)
Sarkar and Ghosh (2018)
Mondal et al. (2015)
Hall and Tajvidi (2002)
Montero−Manso and Vilar (2019)
Mukhopadhyay and Wang (2020)
Kantorovich−Rubinstein metric (Zolotarev, 1984, Dudley, 1989)
Dudley metric
Alba Fernández et al. (2008)
Liu and Modarres (2011)
Friedman and Steppel (1973)
Extended phialpha divergence
Vincze Le Cam distance (Vincze, 1981, Le Cam, 1986)
GPK (Song and Chen, 2021)
Pearson divergence (Pearson, 1900)
Kim et al. (2020)
Tsukada (2019)
Ky Fan metric (Rachev, 1991)
Total variation metric (Zolotarev, 1984)
Romano (1989)
Feurer et al. (2015)
(Squared) Hellinger distance
Generalized energy statistic (Sejdinovic et al., 2013)
Block MMD (Zaremba et al., 2013)
MMD (Gretton et al., 2009)
Wang and Pei (2005)
DISCO (Rizzo and Székely, 2010)
Chen et al. (2013)
Barakat et al. (1996)
KL divergence (Kullback and Leibler, 1951)
Song and Chen (2022)
Pan et al. (2018)
Weiss (1960)
Chen et al. (2018)
Chen and Friedman (2017)
Li and Zhang (2020)
Nettleton and Banerjee (2001)
Li et al. (2022)
Jensen Shannon divergence
fastMMD (Zhao and Meng, 2015)
Leite et al. (2012), Leite and Brazdil (2021)
Engineer metric (Rachev, 1991)
Yu et al. (2007)
Baringhaus and Franz (2010)
Jeffrey`s divergence
Alvarez−Melis and Fusi (2020)
Biswas and Ghosh (2014)
Petrie (2016)
Schilling (1986), Henze (1988)
Hediger et al. (2021)
Ganti et al. (1999)
Ntoutsi et al. (2008)
Deb and Sen (2021)
Energy statistic (Zech and Aslan, 2003)
Rosenbaum (2005)
Friedman and Rafsky (1979)
Biswas et al. (2014)
Mukherjee et al. (2022)
KMD (Huang and Sen, 2023)

Fulfilled Cond. fulfilled Unfulfilled Inapplicable NA

Comparison of CDFs, density or
characteristic functions
Rank−based

Discrepancy measure for distributions

Graph−based

Comparison based on inter−point
distances
Kernel−based

Method based on binary classification
Distance/ similarity measure for
datasets

Comparison based on summary
statistics
Testing approach
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Graph definitions

▶ Nearest neighbor graph: directed graph where each point is connected to its nearest
neighbor

▶ Minimum spanning tree: acyclic graph connecting all points such that the sum of the edge
weights (= distances between points) is minimal

▶ Optimal non-bipartite matching: graph where each point is connected to a single other
point such that the sum of the edge weights (= distances between points) is minimal
Assumption: number of points is even, otherwise delete one point in a way that the
matching of the remaining points is optimal
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Comparison of cumulative distribution functions, density functions or
characteristic functions and methods based on multivariate ranks

Comparison of CDF, density functions or characteristic functions:
▶ Each distribution is fully characterized by these functions
▶ Obvious to compare distributions by one of these functions
▶ Empirical versions of the functions used

Methods based on multivariate ranks
▶ Ranks-based methods very popular for comparing univariate distributions
▶ Rp does not have a natural ordering for p > 1 ⇒ generalization not straightforward, but

possible e.g. via optimal transport [9, 4]
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Kernel-based methods

▶ Extend feature maps as used by other kernel methods like support vector machines to the
space of probability distributions by representing each distribution as a so-called mean
function

▶ This maps each probability distribution to an element in the reproducing kernel Hilbert
space (RKHS) corresponding on the chosen kernel

▶ For characteristic kernels, the distance of the elements in the RKHS is zero iff the
distributions coincide [8, 23, 24]

▶ Example: Maximum mean discrepancy (MMD) [18, 10]: distance of the mean functions
measured in the RKHS
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Methods based on binary classification

▶ Idea: use binary classification method trained on the dataset affiliation of each point in
the pooled sample

▶ If the datasets are different, the classifier should be able to distinguish between them,
otherwise its performance should be close to random guessing

▶ Examples:
▶ Compare univariate distributions of scores produced by the classifier, e.g. predicted

probabilities [5]
▶ Classifier two-sample test: uses accuracy of classifier [16]
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Others

Distance and similarity measures for datasets:
▶ Might include properties that are only indirectly captured by the distribution
▶ Mainly used in meta-learning

Comparison based on summary statistics:
▶ Comparison of summaries might be less complex than comparison of the datasets

themselves

Different testing approaches:
▶ Test statistic of each two-sample test can be used
▶ Class contains statistics that cannot be classified into any of the remaining classes
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Kernel Measure of Multi-Sample Dissimilarity (KMD)

▶ Denote the dataset membership of each point in the pooled sample {Z1, . . . ,ZN} by
{∆1, . . . ,∆N}

▶ {(∆i ,Zi )}Ni=1 can approximately be seen as an i.i.d. sample from (∆̃, Z̃ ) with distribution
µ specified by P(∆̃ = i) = πi , i = 1, . . . ,M and Z̃ |∆̃ = i ∼ Fi

▶ Let (Z̃1, ∆̃1), (Z̃2, ∆̃2) i.i.d. samples from µ and (Z̃ , ∆̃), (Z̃ , ∆̃′) ∼ µ with ∆̃, ∆̃′

conditionally independent given Z̃

▶ Denote by K a kernel function over the space {1, . . . , k}, e.g. the discrete kernel
K (x , y) := 1(x = y)

▶ Then the kernel measure of multi-sample dissimilarity (KMD) is defined as

η(P1, . . . ,Pk) :=
E
[
K (∆̃, ∆̃′)

]
− E

[
K (∆̃1, ∆̃2)

]
E
[
K (∆̃, ∆̃)

]
− E

[
K (∆̃1, ∆̃2)

] .
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Mukherjee et al. (2022)

▶ Generalization of the test by Rosenbaum [21] to the k-sample problem
▶ Construct optimal non-bipartite matching on the pooled sample
▶ Calculate matrix of cross-match counts: each entry is given by the number of matches

with one observation coming from one sample and the other from another sample for each
pair of samples

▶ Statistic: Mahalnobis distance of observed cross-counts
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Biswas et al. (2014)

▶ Based on shortest Hamiltonian path (path that visits each vertex exactly once) based on
the Euclidean distance

▶ Statistic: Number of edges connecting points from different datasets + 1
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Friedman and Rafsky (1979)

▶ Based on minimal spanning tree
▶ Statistic: Number of edges connecting points from different datasets
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Rosenbaum (2005)

▶ Based on optimal non-bipartite matching
▶ Known as cross-match test
▶ Statistic: Number of edges connecting points from different datasets
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Energy statistic [27]

▶ Energy statistic [27, 25] is equivalent to Cramér statistic [2]
▶ e-distance e(X ,Y) between disjoint nonempty subsets X = {X1, . . . ,Xn1} and

Y = {Y1, . . . ,Yn2} of Rp is defined as

e(X ,Y) = n1n2
n1+n2

(
2

n1n2

∑n1
i=1

∑n2
j=1 ||Xi − Yj ||2 − 1

n2
1

∑n1
i=1

∑n1
j=1 ||Xi − Xj ||2 − 1

n2
2

∑n2
i=1

∑n2
j=1 ||Yi − Yj ||2

)
with || · ||2 denoting the Euclidean norm.

▶ The k-sample energy statistic is given by the sum of the e-distances for all k(k − 1)/2
pairs of samples

▶ Can be used in bootstrap test procedure for k-sample problem
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