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Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Motivation and application in simulation studies

Quantifying the similarity between two or more datasets has widespread applications in
statistics and machine learning:

> Generalizability of statistical models depends on similarity between datasets used for
fitting and new datasets

> Meta-learning / transfer learning uses similarity to transfer insights for learning tasks
between different datasets

» Two- or k-sample tests check whether the underlying distributions of two or more datasets
coincide

> Similarity between simulated datasets and real datasets is crucial in simulation studies
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Approach

> Extremely many approaches proposed in literature

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 2/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Approach

> Extremely many approaches proposed in literature

» Goal: Review and comparison of more than 100 methods divided into 10 classes to guide
choice of suitable method

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 2/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Approach

» Extremely many approaches proposed in literature

» Goal: Review and comparison of more than 100 methods divided into 10 classes to guide
choice of suitable method

» Criteria for inclusion of methods

1. Method is applicable to multivariate data

2. Method does not require any specific parametric or distributional assumptions (e.g. normal
assumption)

3. Method does not focus on a particular property of the data (e.g. means), but on the entire
dataset or its entire distribution

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 2/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Literature Review: Classes
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Overview

» Comparison of cumulative distribution functions, density functions or characteristic
functions

Methods based on multivariate ranks

>

» Discrepancy measures for distributions
» Comparison based on summary statistics
>

Different testing approaches
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Overview

» Graph-based methods
» Methods based on inter-point distances
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Overview

> Kernel-based methods
> Methods based on binary classification
> Distance and similarity measures for datasets
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Overview

v

Comparison of cumulative distribution functions, density functions or characteristic
functions

Methods based on multivariate ranks
Discrepancy measures for distributions
Comparison based on summary statistics
Different testing approaches
Graph-based methods

Methods based on inter-point distances
Kernel-based methods

Methods based on binary classification

vVvVvvyVvVvyVvYVYyYVvYyy

Distance and similarity measures for datasets

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 3/12



Motivation Literature Review: Classes Method comparison

Overview

» Discrepancy measures for distributions

» Graph-based methods
» Methods based on inter-point distances
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Discrepancy measures for distributions

» Distinction between probability metrics (fulfill all metric properties) and divergences (fulfill
some metric properties)
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Discrepancy measures for distributions

» Distinction between probability metrics (fulfill all metric properties) and divergences (fulfill
some metric properties)

> Examples:
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Discrepancy measures for distributions

» Distinction between probability metrics (fulfill all metric properties) and divergences (fulfill
some metric properties)
> Examples:

> Integral probability metrics (IPM, also called probability metrics with a &-structure):
If distributions Fi, F> are identical, any function f has same expectation under both [20], so

)

/PM}‘(Fl, Fz) = sup ‘/ fdF — / fdF;

fer

where F is a given set of functions.
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Discrepancy measures for distributions

» Distinction between probability metrics (fulfill all metric properties) and divergences (fulfill
some metric properties)
> Examples:

> Integral probability metrics (IPM, also called probability metrics with a &-structure):
If distributions Fi, F> are identical, any function f has same expectation under both [20], so

)

/PM}‘(Fl, Fz) = sup ‘/ fdF — / fdF;

fer

where F is a given set of functions.
> f-divergences (also called Ali-Silvey distances or Csisar s ®-divergences):
Identical distributions assign the same likelihood to every point [15], so

A (X)
Di(Fi,F2) = [ f F
#(F1, F2) / (fg(X) dFy,
where f : Ry — R convex continuous function such that f(1) = 0.

E.g. Kullback-Leibler divergence [14] for f = log.
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Graph-based methods

> Construct certain graph on the pooled sample
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Graph-based methods

> Construct certain graph on the pooled sample
> Examples:
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Graph-based methods

k-NN (k = 1)

N —e
> Construct certain graph on the pooled sample x

> Examples:
> k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
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Graph-based methods

k-NN (k = 1)

N —e
> Construct certain graph on the pooled sample x

> Examples:
> k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
» Minimum spanning tree (MST) [6] MST

Methods for quantifying similarity of datasets Marieke Stolte ENBIS Spring Meeting 2024 5/12



Literature Review: Classes

Graph-based methods

> Construct certain graph on the pooled sample
> Examples:
> k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
» Minimum spanning tree (MST) [6]
> Optimal non-bipartite matching (cross-match test)
[21]
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Graph-based methods

> Construct certain graph on the pooled sample
> Examples:
> k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
» Minimum spanning tree (MST) [6]
> Optimal non-bipartite matching (cross-match test)
[21]
» Count the edges that connect points from different
datasets and use this edge count statistic or a
normalized version of it
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Graph-based methods

k-NN (k = 1)

N —e
> Construct certain graph on the pooled sample x

> Examples:
> k-nearest neighbor (k-NN) graphs [7, 11, 12, 22]
» Minimum spanning tree (MST) [6] MST
> Optimal non-bipartite matching (cross-match test)
[21]
» Count the edges that connect points from different
datasets and use this edge count statistic or a

normalized version of it
Optimal non-bipartite Matching

> If the datasets are similar, a high number of edges O/.
«—°

connecting points from different datasets is expected X

*—
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Methods based on inter-point distances

> Theoretical justification [17]: the following two statements are equivalent

> distributions of the samples ({X;} and {Y;}) are equal
» distributions of in-sample comparisons (||X; — Xj|| and ||Y; — Y;||) and distribution of
between-sample comparisons (||X; — Yj||) are equal

= Compare these distributions of in- and between-sample comparisons
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Methods based on inter-point distances

> Theoretical justification [17]: the following two statements are equivalent

> distributions of the samples ({X;} and {Y;}) are equal
» distributions of in-sample comparisons (||X; — Xj|| and ||Y; — Y;||) and distribution of
between-sample comparisons (||X; — Yj||) are equal

= Compare these distributions of in- and between-sample comparisons

> Example: Energy statistic [1, 2, 26, 27] compares 2x the mean of the between-sample
distances to the sum of the means of the in-sample distances for both datasets

E(X, Y) = 2E([X = YI)) = E([IX = XI)) = E([[Y = Y'[I),

where X, X' M Fland Y, Y 2 F,
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Method comparison
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Criteria for method comparison

Applicability: Cross-match test

Optimal non—bipartite Matching
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Criteria for method comparison

Applicability: Cross-match test

> Sensible inclusion of target variable?
Optimal non—bipartite Matching

X o/.o/.
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Criteria for method comparison

Applicability: Cross-match test

> Sensible inclusion of target variable? > No
Optimal non—bipartite Matching

X o/.o/.
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No

. . Optimal non-bipartite Matching
» Numeric variables?

X o/.o/.
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No
> Numeric variables7 > Yes Optimal non—bipartite Matching

X o/.o/.
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No
> Numeric variables7 > Yes Optimal non—bipartite Matching
> Categorical variables? X o/.o/.
.\O
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No
> Numeric variables7 > Yes Optimal non—bipartite Matching
> Categorical variables? > No X o/o/°
> Unequal sample sizes permitted? > Yes -~
> p > N permitted? > Yes

v

Applicable to more than two datasets at a time (k > 2)7
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No
> Numeric variables7 > Yes Optimal non-bipartite Matching
> Categorical variables? > No X o/o/°
> Unequal sample sizes permitted? > Yes -~
> p > N permitted? > Yes
> Applicable to more than two datasets at a time (k > 2)? » No

> No additional training data / train test split required?
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Criteria for method comparison

Applicability:
> Sensible inclusion of target variable?
» Numeric variables?
> Categorical variables?
> Unequal sample sizes permitted?

> p > N permitted?

v

Applicable to more than two datasets at a time (k > 2)7
> No additional training data / train test split required?
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>
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Sensible inclusion of target variable?

Numeric variables?

Categorical variables?

Unequal sample sizes permitted?

p > N permitted?

Applicable to more than two datasets at a time (k > 2)7
No additional training data / train test split required?

No further assumptions on distributions required?
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Criteria for method comparison

Applicability: Cross-match test
> Sensible inclusion of target variable? > No
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> Categorical variables? > No X o/o/°
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p > N permitted?
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Criteria for method comparison

Applicability:
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Unequal sample sizes permitted?

p > N permitted?

Applicable to more than two datasets at a time (k > 2)7
No additional training data / train test split required?
No further assumptions on distributions required?

No tuning / choice of additional parameters required?
Implemented in any software?

Computational complexity?

Methods for quantifying similarity of datasets Marieke Stolte

Results Summary and Outlook

Cross-match test

>

VVvyVvVVVyVYyVYVYYVYY

No
Yes
No X o/ —*
Yes -~

Yes

Optimal non—bipartite Matching

Yes
(’)(N3)

ENBIS Spring Meeting 2024 7/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Criteria for method comparison

Interpretability: Cross-match test
Optimal non-bipartite Matching
X o/. —"*
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Criteria for method comparison

Interpretability: Cross-match test
> Interpretable units?

Optimal non-bipartite Matching
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Criteria for method comparison

Interpretability: Cross-match test
> Interpretable units? > Yes

Optimal non-bipartite Matching
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Criteria for method comparison

Interpretability: Cross-match test
> Interpretable units? > Yes
> Lower bound?
» Upper bound? X O/.°/.
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Criteria for method comparison

Interpretability:
Interpretable units?
> Lower bound?
» Upper bound?
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Summary and Outlook
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Criteria for method comparison

Interpretability:
> Interpretable units?
> Lower bound?
» Upper bound?
Theoretical properties:
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Criteria for method comparison

Interpretability:
> Interpretable units?
> Lower bound?
» Upper bound?
Theoretical properties:
> Rotation invariant?
> Location change invariant?

» Scale invariant?
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Criteria for method comparison

Interpretability:
> Interpretable units?
> Lower bound?
» Upper bound?
Theoretical properties:
> Rotation invariant?
> Location change invariant?

» Scale invariant?

Methods for quantifying similarity of datasets Marieke Stolte

Results Summary and Outlook

Cross-match test
> Yes
> 0

Optimal non-bipartite Matching
o/. —"*
> min(ny, no)
> Yes

Yes
> Yes

v

ENBIS Spring Meeting 2024 8/12



Motivation Literature Review: Classes Method comparison

Criteria for method comparison

Interpretability:
> Interpretable units?
> Lower bound?
» Upper bound?
Theoretical properties:
> Rotation invariant?
> Location change invariant?
> Scale invariant?
> Positive definite?
» Symmetric?
>

Triangle inequality?

Methods for quantifying similarity of datasets Marieke Stolte

Results Summary and Outlook

Cross-match test
> Yes
> 0

Optimal non-bipartite Matching

> min n1 n2 X O/../.
> Yes
Yes
> Yes

v

ENBIS Spring Meeting 2024 8/12



Motivation Literature Review: Classes Method comparison

Criteria for method comparison

Interpretability:
> Interpretable units?
> Lower bound?
» Upper bound?
Theoretical properties:
> Rotation invariant?
> Location change invariant?
> Scale invariant?
> Positive definite?
» Symmetric?
>

Triangle inequality?

Methods for quantifying similarity of datasets Marieke Stolte

Results Summary and Outlook

Cross-match test

>
4
>

vVvyyVvyVvVYyyvYyy

Yes
0

min n1 n2

Optimal non-bipartite Matching

Xo//'

Yes
Yes
Yes
No
Yes

Unknown

ENBIS Spring Meeting 2024 8/12



Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Results
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Motivation Literature Review: Classes Method comparison Results Summary and Outlook

Top 6 methods (> 13 criteria fulfilled)

KMD (Huang and Sen, 2023)

& Fuffiled Mukherjee et al. (2022)
 Fulfilled under Biswas et al. (2014)
conditions Friedman and Rafsky (1979)
1 Unfulfilled Rosenbaum (2005)
Inapplicable Energy statistic (Zech and Aslan, 2003)
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Top 6 methods (> 13 criteria fulfilled)

Fulfilled

KMD (Huang and Sen, 2023)
Mukherjee et al. (2022)

1 Fuffilled under Biswas et al. (2014)
conditions Friedman and Rafsky (1979)
0 Unfulfilled Rosenbaum (2005)
. Energy statistic (Zech and Aslan, 2003)
Inapplicable °
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1. KMD: kernel-based test using the association between the features and the sample
membership to quantify the dissimilarity of multiple distributions [13]

Mukherjee et al. (2022): graph-based test using non-bipartite optimal matchings [19]
Biswas et al. (2014): graph-based test using the shortest Hamiltonian path [3]
Friedman and Rafsky (1979): Friedman-Rafsky test, based on minimal spanning tree [6]

AR o

Rosenbaum (2005): cross-match test, based on non-bipartite optimal matchings [21]
6. Zech and Aslan (2003): Energy statistic [27]
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Interactive Online Result Table
Depending on application some of the criteria are mandatory, others negligible
= online tool which allows custom filtering and sorting

Comparison of Methods for Quantifying Dataset Similarity
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Summary and Outlook
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Motivation

Summary and Outlook

Literature Review: Classes

Method comparison

» Compared 114 methods based on 20 criteria
> Developed online tool which allows custom filtering

and sorting

» Currently working on empirical comparison of top
performing methods from theoretical comparison

> Incorporation of data similarity methods into current

work on comparison of parametric and Plasmode

simulation planned
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Graph definitions

> Nearest neighbor graph: directed graph where each point is connected to its nearest
neighbor

» Minimum spanning tree: acyclic graph connecting all points such that the sum of the edge
weights (= distances between points) is minimal

> Optimal non-bipartite matching: graph where each point is connected to a single other
point such that the sum of the edge weights (= distances between points) is minimal
Assumption: number of points is even, otherwise delete one point in a way that the
matching of the remaining points is optimal
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Other classes

Comparison of cumulative distribution functions, density functions or
characteristic functions and methods based on multivariate ranks

Comparison of CDF, density functions or characteristic functions:
» Each distribution is fully characterized by these functions
» Obvious to compare distributions by one of these functions

» Empirical versions of the functions used

Methods based on multivariate ranks
» Ranks-based methods very popular for comparing univariate distributions

» RRP does not have a natural ordering for p > 1 = generalization not straightforward, but
possible e.g. via optimal transport [9, 4]
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Kernel-based methods

> Extend feature maps as used by other kernel methods like support vector machines to the

space of probability distributions by representing each distribution as a so-called mean
function

> This maps each probability distribution to an element in the reproducing kernel Hilbert
space (RKHS) corresponding on the chosen kernel

» For characteristic kernels, the distance of the elements in the RKHS is zero iff the
distributions coincide [8, 23, 24]

» Example: Maximum mean discrepancy (MMD) [18, 10]: distance of the mean functions
measured in the RKHS
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Methods based on binary classification

> |dea: use binary classification method trained on the dataset affiliation of each point in
the pooled sample
> If the datasets are different, the classifier should be able to distinguish between them,
otherwise its performance should be close to random guessing
> Examples:
» Compare univariate distributions of scores produced by the classifier, e.g. predicted

probabilities [5]
> Classifier two-sample test: uses accuracy of classifier [16]
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Others

Distance and similarity measures for datasets:
» Might include properties that are only indirectly captured by the distribution

» Mainly used in meta-learning

Comparison based on summary statistics:

» Comparison of summaries might be less complex than comparison of the datasets
themselves

Different testing approaches:
> Test statistic of each two-sample test can be used

> Class contains statistics that cannot be classified into any of the remaining classes
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Kernel Measure of Multi-Sample Dissimilarity (KMD)

» Denote the dataset membership of each point in the pooled sample {Z3,...,Zy} by
{Al, ceey AN}

> {(A;,Z))}N, can approximately be seen as an i.i.d. sample from (A, Z) with distribution
1 specified by P(A: N=m,i=1,...,M and Z\A: i~ F;

> Let (Z1,A1), (22, Ay) ilid. samples from y and (Z,A),(Z,A") ~ pu with A, A’
conditionally independent given Z

> Denote by K a kernel function over the space {1,..., k}, e.g. the discrete kernel
K(x,y) = 1(x=y)

> Then the kernel measure of multi-sample dissimilarity (KMD) is defined as

PP E {K(A,A’)} _E {K(Al,Az)}

E [K(A,A)} _E [K(Al,ﬁz)} ’
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Mukherjee et al. (2022)

> Generalization of the test by Rosenbaum [21] to the k-sample problem

v

Construct optimal non-bipartite matching on the pooled sample

> Calculate matrix of cross-match counts: each entry is given by the number of matches
with one observation coming from one sample and the other from another sample for each
pair of samples

> Statistic: Mahalnobis distance of observed cross-counts
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d

Biswas et al. (2014)

> Based on shortest Hamiltonian path (path that visits each vertex exactly once) based on
the Euclidean distance

> Statistic: Number of edges connecting points from different datasets + 1
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Friedman and Rafsky (1979)

» Based on minimal spanning tree

> Statistic: Number of edges connecting points from different datasets
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Rosenbaum (2005)

> Based on optimal non-bipartite matching
» Known as cross-match test

> Statistic: Number of edges connecting points from different datasets
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Energy statistic [27]

> Energy statistic [27, 25] is equivalent to Cramér statistic [2]

> e-distance e(X,)) between disjoint nonempty subsets X = {Xi,...,X,, } and
Y={Y1,...,Y,,} of RP is defined as

e(X,9) = 2 (L2050 SR 11— Vil — 2 7 S I — X1z — & S S 1Y = Vil

with || - ||2 denoting the Euclidean norm.

> The k-sample energy statistic is given by the sum of the e-distances for all k(k —1)/2
pairs of samples

> Can be used in bootstrap test procedure for k-sample problem
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