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The increasing popularity of machine learning in many application fields has led to an increasing demand in
methods of explainable machine learning as they are e.g. provided by the R packages DALEX (Biecek, 2018)
and iml (Molnar, 2018). A general process to ensure the development of transparent and auditable machine
learning models in industry (TAX4CS) is given in Bücker et al. (2021).

In turn, comparatively few research has been dedicated to the limits of explaining complex machine learning
models (cf. e.g. Rudin, 2019, Szepannek and Lübke, 2023). In the presentation, explanation groves (Szepannek
and von Holt, 2024) will be introduced. Explanation groves extract a set of understandable rules in order to
explain arbitrary machine learning models. In addition, the degree of complexity of the resulting explanation
can be defined by the user. In consequence, they provide a useful tool to analyze the trade off between the
complexity of a given explanation on one hand and how well it represents the original model on the other
hand.

After presenting the method some results on real world data will be shown. A corresponding R package
xgrove is available on CRAN (Szepannek, 2023) and will be briefly demonstrated.
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