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Reinforcement Learning (RL) is one of the three basic machine learning paradigms, alongside supervised and
unsupervised learning. RL focuses on training an agent to learn an optimal policy, maximizing cumulative
rewards from the environment of interest [1]. Recent developments in RL have achieved remarkable success
in various process optimization and control tasks, where multiple applications have been reported in the lit-
erature, including parameter tuning for existent single PID control loops [2], supply chain management [3]
and robotics operations [4].
The main challenge in applying RL in industrial settings concerns the training of the agent. In the training
phase, the agent improves its policy based on many input-output experimentations. However, the number of
experimentations that can be collected from real manufacturing processes are prohibitively high. In addition,
the explorable operational spaces are often limited due to quality constraints. Therefore, the only feasible
alternative is to utilize a model, either a first-principles based or a data-driven machine learning surrogate.
In this work, we tested and compared three state-of-the-art RL approaches to optimize an industrial batch case
study: Proximal Policy Optimization (PPO), Advantage Actor Critic (A2C), and Soft Actor Critic (SAC). These
RL methods optimize the batch process by controlling the reaction temperature and raw material feed rate in
order to maximize the total reward (the reward is defined as the profit margin, subject to certain process and
safety constraints). Both a first-principle model and a surrogate model are used to generate the required data
for the training of the agent.
The aforementioned RL methods were compared based on their convergency rates and sample efficiency, as
well as their proposed optimized trajectory. These trajectories are further compared to the batch profiles cur-
rently employed in the plant. The different solutions obtained lead to a better understanding of critical batch
periods, whereas the different convergency rates allow the identification of the best RL learning algorithm
for this process. This information is critical for developing real-time control strategy that can lead to batches
with maximum profit margin.
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