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## The case study: defect monitoring in pellet production



## The case study: model and challenges

- Need of monitoring procedures that are tailored based on different statistical models and more effective at detecting more realistic out-of-scenarios
- Challenges of aggregating data: process time and control chart time are asynchronous

Points plotted in the Bernoulli $\left(\mathrm{Y}_{\mathrm{i}}\right)$ and Time-between-events $\left(\mathrm{X}_{\mathrm{i}}\right)$


Process Time
DEFINITION 1: Let $\tau_{\pi}$ the cumulative time from the start at which the change occurs, referring to the process time and let $\tau+1$ be the first decision point at which it is possible to detect the change on the control chart time, then $\tau$ is

$$
\inf \left\{\tau: \sum_{i=1}^{\tau} x_{i} \geq \tau_{\pi}\right\}
$$

## Sequential change-point detection under simple hypotheses

- The most widely set of simple hypothesis studied in statistical process control represent an abrupt and unexpected persistent shift in the monitored parameter

$$
\begin{array}{ll}
H_{0}: & \theta=\theta_{0}, \text { for all } i \\
H_{a}(\tau): & \left\{\begin{array}{l}
\theta_{i}=\theta_{0}, \text { for } i \in(0, \tau] \\
\theta_{i}=\theta_{1}, \text { for } i \in[\tau+1, \infty)
\end{array}\right.
\end{array}
$$

- Gamma log-likelihood ratio statistics The parameter $\theta_{0}$ is assumed to be well estimated from historical data. The unknown post-change mean is estimated using the maximum likelihood estimation.

$$
\ln \Lambda_{k}^{\Gamma}\left(\theta_{0}, \theta_{1} ; \mathbf{x}\right)=\max _{0 \leq \tau<k-1} r(k-\tau)\left[\ln \left(\frac{\theta_{0}}{\widehat{\theta_{1}}}\right)+\frac{\widehat{\theta_{1}}-\theta_{0}}{\theta_{0}}\right]
$$

- In this context
- $r$ represent the order of the chart: it is fixed and known a priori
- The $\ln \Lambda_{k}^{\Gamma}$ statistics is always defined


## Sequential change-point detection under composite hypotheses

Indifference interval model

- Simple hypotheses set a hard limit to a decision between one of two possible states of nature; composite hypotheses cover a set of values from the parameter space.
- In practical scenarios it is more important to detect a change from a target value allowing a margin, i.e., so that the process mean remains within a certain specified tolerance interval. (indifference interval model)

$$
\begin{array}{ll}
H_{0}: & \theta_{i}=\theta \in\left[\theta_{0}-\delta, \theta_{0}+\delta\right], \text { all } i \\
H_{a}(\tau): & \left\{\begin{array}{l}
\theta_{i}=\eta \in\left[\theta_{0}-\delta, \theta_{0}+\delta\right] \text {, for } i \in(0, \tau] \\
\theta_{i}=\xi \notin\left[\theta_{0}-\delta, \theta_{0}+\delta\right], \text { for } i \in[\tau+1, \infty),
\end{array}\right.
\end{array}
$$

- This model represents a more appropriate option for multi-products processes with different parameters but same specification target.


## Sequential change-point detection under composite hypotheses

Different change-point scenarios

Intensity functions for different change-point scenarios


## Sequential change-point detection under composite hypotheses

Indifference interval

- The likelihood ratio for this model is

$$
\Lambda_{k}(\theta, \eta, \xi ; \mathbf{x})=\max _{0 \leq \tau \leq k-1} \frac{\sup _{\eta \in \Theta_{0}} \prod_{i=1}^{\tau} f_{\eta}\left(x_{i}\right) \sup _{\xi \notin \Theta_{0}} \prod_{i=\tau+1}^{k} f_{\xi}\left(x_{i}\right)}{\sup _{\theta \in \Theta_{0}} \prod_{i=1}^{k} f_{\theta}\left(x_{i}\right)}=\max _{0 \leq \tau \leq k-1} \frac{\prod_{i=1}^{\tau} f_{\hat{\eta}}\left(x_{i}\right) \prod_{i=\tau+1}^{k} f_{\hat{\xi}}\left(x_{i}\right)}{\prod_{i=1}^{k} f_{\hat{\theta}}\left(x_{i}\right)}
$$

- It must be noted that in these conditions, when the null hypothesis parameters need to be estimated (i.e., composite null hypothesis), the numerator and denominator do not cancel out since $\hat{\theta} \neq \hat{\eta}$.


## Sequential change-point detection under composite hypotheses

Epidemic shift model

The epidemic shift model represents a temporary change of parameters, which is a characteristic situation where a feedback controller is active.

- A more generic version of the classical change-point problem since there are multiple change-points with $0 \leq \tau_{1} \leq \tau_{2}$.

Intensity function for a epidemic shift


## Parameter estimation

Indifference Interval Model

The parameters in the composite alternative hypothesis model are subjected to interval restrictions.

where $\hat{\xi}^{*}$ is the unrestricted maximum likelihood estimator of the out-of-control parameter.

## Parameter estimation

## A side note

- In simple-hypotheses models the parameters might be also subjected to interval restriction (e.g., onesided control charts)
- However, one needs to take it into account also in the definition of the log-likelihood statistic
- In literature, the estimate in the log-likelihood statistics is often replaced by the unrestricted MLE.


## Conclusions

- Monitoring schemes in chemical industry needs practical and tailored solutions to be effective and accepted;
- Generalized likelihood ratio-based control charts are known to outperform competitors in detecting wide range of parameters and to offer flexibility for more complex out-of-control scenarios;
- In this study we
- Explored indifference interval and epidemic shift models as more appropriate out-of-control scenarios in the context of high-purity processes;
- Highlight the complexity and pitfalls of composite hypothesis change-point detection.
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