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Plots for XAI: FANOVA Graph and FaithShapGraph
Explainable AI (XAI) approaches, most notably Shapley values, have become increasingly popular because
they reveal how individual features contribute to a model’s predictions. At the same time, global sensitivity
analysis (GSA) techniques, especially Sobol indices, have long been used to quantify how uncertainty in each
input (and combinations of inputs) propagates to uncertainty in the model’s output. Prior work (e.g., Owen
2014) highlighted the theoretical connections between Shapley‐based explanations and Sobol‐based sensitivity
measures.

FANOVA (functional ANOVA) graphs were created to visualize main‐effect Sobol indices and total interaction
terms in a straightforward graphic form, making it easy to see which inputs (and pairs of inputs) drive model
behavior. In this work, we apply the same general concept to Shapley values and the recently introduced Shap-
ley interaction indices. By translating complex machine‐learning models into analogous “Shapley graphs”, we
provide equally intuitive visual representations of both individual feature contributions and feature interac-
tions. Through several real‐world case studies, we show that these Shapley‐based graphs are just as clear and
user‐friendly as FANOVA graphs, and we discuss how the two methods compare in terms of interpretability.
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